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Introduction 

 FIFA 20 is a video game which simulates soccer. Leagues and countries that are 

recognized by FIFA, the international football organization, are included in the game. Gamers 

first start the game with a random set of soccer players. They have to compete in matches or 

complete challenges in order to purchase more players from the transfer market, which allows 

gamers to buy soccer players from each other. Soccer players are given statistics based off their 

real-life gameplay in the prior year. For example, players who scored many goals are typically 

given a higher shooting score.  

 The Premier League the highest level in the English football system. It consists of 20 

teams that compete with each other yearly. Within this league, there are some clubs that are 

considered to be stronger than others. The goal of this project is to perform multivariate 

exploratory analysis on the Premier League using player statistics from FIFA 2020.  
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Design and Primary Questions 

 The purpose of this analysis is to see if players can be categorized by position using 

overall skill, wage, mentality composure, and movement agility. The soccer positions are 

forwards, midfielders, and defenders. Forwards focus more on attacking and goals. Midfielders 

focus on bringing the ball from defenders to forwards. Defenders keep the other team from 

scoring. A common belief that soccer players hold is that forwards are considered the best 

players since they score the most goals. Moreover, better players tend to get paid more because 

of their talent. Mentality composure measures how well a player performs under stress, and 

movement agility measures how well a player can adjust their speed and direction on the field.  

 Is there a significant difference in overall skill, wage, mentality composure, and 

movement agility across positions? To answer this question, one-way MANOVA will be 

performed. And if there is a difference, is it possible to categorize players by these variables? 

Discriminant Analysis will be performed to explore that topic. Lastly, are there other ways that 

we can group different variables from the dataset? Principle Component Analysis will be 

performed to see if there are groupings of the variables that explain variability better than these 

four variables.  

The FIFA 20 dataset contains statistics for each player in the game. We will use a subset 

of dataset and use data from clubs who were apart of the Premier League during the 2019 – 2020 

season. It contains a multitude of statistics, from age, height, weight, overall scores, reputations, 

attacking skills, defensive skills, and strengths. We will use the Premier League data to see if it is 

possible to answer such questions, and see if these answers can be applied to other leagues as 

well.  
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Data 

 The data is collected from the player statistics in FIFA 20. Every soccer player that plays 

for a league that is recognized by FIFA is included into the video game. Statistics that represent 

the virtual gameplay of a player, such as shooting, movement agility, balance, and crossing are 

determined by the actual gameplay of that soccer player from the year prior. Officials from FIFA 

met to discuss their gameplay and assign numbers from 1-99 based on it. Although many 

officials are a part of the decision of scoring and they follow a pre-defined rubric, scoring is still 

biased as it is subjective. There is really no way to know if the officials are consistent with their 

scoring and this could produce some error within the analysis.  

 

Figure 1: Variables  
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Descriptive Plots and Summary Statistics 

 

Figure 2: Bar Plot of Player Positions 

 

 

 

Figure 3: Norm Quantiles of Continuous Variables 

Figure 4 reveals that not all of the variables are normally distributed. Wages and value 

experience the most skew since they have the most extreme outliers.   
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Multivariate Analysis 

 

Examining Differences in Selected Variables by Position Using One-Way MANOVA 

 We first begin by observing differences in the means of overall score, wage, movement 

agility and mentality composure by positions. The three categories for the player position are 

forward, midfielder, and defense. A common belief that is held among many soccer fans is that 

forward players tend to get paid more since they are the ones who score the goals.  

 In order to perform MANOVA, the assumptions for it must be checked. The most 

important assumption of MANOVA is that the residuals of the MANOVA model are 

multivariate normally distributed. Thus, I will begin by not checking the rest of the assumptions 

and fit the data into a MANOVA model and look at the residuals before looking at the results of 

the model.  

 

Figure 4: Chi-Square Quantiles for Residuals from Player Positions MANOVA 

 The residuals of the MANOVA model are not multivariate normally distributed, thus 

transformations will need to be applied to the response variables.  
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Figure 5: Boxplots for Dependent Variable by Position 

 Figure 5 shows boxplots for each variable by position. Wage appears to be right-skewed, 

and overall, mentality composure, and movement agility appear to be left-skewed. A cube-root 

transformation will be applied to the wage data and a squared transformation will be applied to 

the rest of the variables. Boxplots for each variable by position after transformations are shown 

below in Figure 6, and we can see that the data appears to look more normal.  

 

Figure 6: Boxplots for Transformed Dependent Variables by Position 
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Afterwards, chi-square quantile plots for observations within each group are made to 

ensure the dependent variables are multivariate normally distributed within each position. Figure 

7 shows us that the transformed data does meet this assumption.  

 

Figure 7: Chi-Square Quantiles by Position 

Lastly, all observations are independent. One-way MANOVA by position is performed 

and Figure 8 shows the residuals are normally distributed.  

 

Figure 8: Chi-Square Quantiles for Residuals from Player Positions MANOVA 

Figure 9 shows the test of significance of variables at the univariate level. We see that the 

overall score has a p-value of 0.2253, thus we fail to reject the null hypothesis and cannot 

conclude that there is a significant different in the overall score by position. This is reasonable 

considering how the overall score is calculated. Although a forward player may have excellent 
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shooting skills, they probably have lower tackling skills. Meanwhile, a defense player may be 

great at tackling but not as good at shooting. In short, there is no player that is great at every skill 

thus the distribution of the overall score and the mean is similar at each position. This can be 

confirmed by looking at the Boxplots in Figure 6. The wage has a p-value of 0.005221. When 

alpha is set to 0.05, this p-value rejects the null hypothesis, thus there is evidence that there is a 

significant difference of wage across positions. MANOVA does not tell us which positions have 

higher wages than the others, but when looking at the Boxplot in Figure 6, it can be seen that 

forward players do have the highest average, which lines up with the prior belief mentioned 

earlier. The mentality composure has a p-value of 1.002e-13, thus the null hypothesis is rejected 

so it can be concluded that there is evidence that supports the claim that there is a significant 

difference of mentality composure across groups. The boxplot in Figure 6 shows that midfielders 

have the highest average in mentality composure, with the average for forward players being 

slightly lower than it. This makes sense, as one the most important jobs for midfielders are to 

pass the ball from the defense to the offense, and to help the offense not lose the ball once it is in 

their possession. They must always be alert of the soccer ball; hence they should be able to 

perform well under stress. The movement agility has a p-value of 2.2e-16, thus the null 

hypothesis is rejected, so there does exist evidence that shows there is a significant difference of 

movement agility across groups. The boxplot in Figure 6 show that forwards have the highest 

movement agility, meanwhile defenders have the lowest movement agility. It is reasonable to see 

that forwards tend to be faster since they must avoid defenders in order to score. Defenders are 

often times already positioned by the goal, so they do not need to rely on speed as much.  
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Figure 9: Test of Significance at the Univariate Level 

Figure 10 shows the results of using Pillai’s Trace, Wilks’ Lambda, and Roy’s Largest 

Root to test the significance at the multivariate level. Pillai’s Trace has a value of 0.98307 and a 

p-value of less than 2.2e-16, which means that the positions play an impact on the responding 

variables.  Wilks’ Lambda has a value of 0.01693, which means approximately 1.7% of the 

variance percentages in the dependent variables are not explained by positions. Moreover, it has 

a p-value less than 2.2e-16, thus the positions explain most of these differences. Roy’s test has a 

value of 58.065, which is a quite large, and a p-value less than 2.2e-16. Thus, all three tests show 

that the multivariate mean is different across all three positions.  

 

Figure 10: Statistical Tests for MANOVA Model on the Multivariate Level 
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 Figure 11 shows the coefficients of the MANOVA model. The coefficients for forward 

and midfielders are relative to the defenders. Since all the coefficients are positive, it can be 

concluded that overall, wage, mentality composure, and movement agility are generally lower 

for defenders. Forwards and midfielders have similar mentality composures and movement 

agilities, but it appears that their wages and overalls are different.   

 

Figure 11: 

 

Predicting the Position of Each Player Through Discriminant Analysis 

 Since there are significant differences across the multivariate means, Discriminant 

Analysis will be performed in order to see if these variables are accurate at categorizing the 

positions of each player. Discriminant Analysis has assumptions that are similar to MANOVA; 

thus, we will proceed using the transformed data from earlier. Linear Discriminant Analysis 

assumes similarity of covariance matrices across groups.   

 

Figure 12: Covariance Matrix by Position and Ratios of Matrices 

 All of the ratios of largest to smallest covariance elements for each position are less than 

4, thus this assumption is met. A Box’s M-test statistic will not be computed since it is sensitive 

to outliers and large datasets thus it is likely it may falsely reject the null hypothesis.  
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  When there are no prior probabilities, Figure 13 shows that the raw results have an 

accuracy of 63% and Figure 14 shows the cross-validated results have an accuracy of 62%. The 

cross-validated results have a slightly slower accuracy than the raw results, thus suggesting that 

this model is overfit.  

 

       Figure 13: Raw Results With No Priors                       Figure 14: CV Results With No Priors 

 We are given two models, LD1 and LD2, as shown in Figure 15. LD1 has a proportion of 

trace of 0.9501, which is significantly higher than LD2, thus it seems to be the better model.  

 

Figure 15: Linear Analysis Functions 

Figure 16 reports that in LD1, overall has the highest weight (when looking at absolute 

values of the standardized coefficients). In LD2, wage and mentality composure have the highest 

weights (when looking at absolute values of the standardized coefficients). Overall has the 

lowest weight but it still plays a role in LD2. 
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Figure 16: Coefficients of Linear Discriminant Functions 

 

Figure 17: Linear DCA Scores for Premier League 

 Linear DCA scores are shown in Figure 17. There are not clear clumps of each position 

on the plot. This is not surprising considering that the model only had an accuracy of 63%. 

Moreover, since we have a diagonal line, it implies that each player received a similar score by 

both functions. Many scores overlap with each other from all groups, thus suggesting that this 

model is not a great predictor.   

 Figure 18 shows the partition plots. Wage and movement agility has the lowest error rate 

among all the possible pairs of the variables. This suggests that using a model with only wage 

and movement agility will have the highest accuracy among all the possible pairs of variables. 

Notice that mentality composure and movement agility follow close behind, with an error rate of 
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0.418. This is interesting to note since these two had the lowest p-values in the MANOVA 

model. Moreover, the rest of the pairs that include either mentality composure or movement 

agility has an error rate that ranges from 0.415 – 0.464. However, the partition plot for overall 

and wage has an error rate of 0.541, thus suggesting that these two variables without either 

mentality composure or movement agility is not as accurate. Since movement agility is in the 

pair with the lowest error rate, it may be the best predictor.  

 

Figure 18: Partition Plots for Linear DCA 

 Stepwise Discriminant Analysis will be performed to determine which variables are 

important. Figure 19 shows that when Stepwise regression is preformed, only movement agility 

is kept. This lines up with our results of our previous Linear Discriminant Analysis. As explained 

earlier, different positions rely on agility more often than others, hence why there is a difference 

of averages between the groups. This has a lower accuracy than the previous model with all 

variables, thus suggesting that the rest of the variables do help a little bit with categorizing teams, 

but they are not as important as movement agility.  
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Figure 19: Stepwise Discriminant Analysis 

 

Reducing Dimensions by Principal Components Analysis (PCA) 

 The following variables will be considered for PCA: age, height_cm, weight_kg, overall, 

potential, value_eur, wage_eur, international reputation, weak foot, skill moves, attacking 

crossing, attacking finishing, attacking heading accuracy, attacking short passing, attacking 

volleys, defending marking, defending standing tackle, and defending sliding tackle. PCA does 

not make assumptions of multivariate distribution. However, value and wage have extreme 

outliers, so the previous transformations that were used in the MANOVA analysis will be used 

here. The overall score will also go through a square transformation since it went through one in 

the MANOVA model. Figure 20 shows a chi-square quantile plot for the data after wage, value, 

and overall are transformed. The data does not entirely follow a multivariate normal distribution.  

The data appears to be slightly left skewed since there are a few outliers with large values.  

 

Figure 20: Chi-Square Quantiles for Transformed Data 
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 The correlation plot in Figure 21 shows that many of the variables have a somewhat 

strong correlation with each other. The attacking statistics somewhat strongly with each other. 

This is because if someone is good at one attacking skill, there are more likely to be good at 

another attacking skill. The defensive statistics also correlate strongly with each other for the 

same reason. Overall, potential, value, and wage also all correlate with each other. This is 

because players are paid more because they have higher overall scores. Height and weight 

negatively correlate with attacking statistics.  

 

Figure 21: Correlation Matrix 

 Figure 22 shows that there does appear to be a linear relationship among the variables.  

 

Figure 22: Linear and Correlation Matrix 
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 PCA is performed on the data, and different methods suggest there are only four 

components. Figure 23 shows that component one explains approximately 49.8% of the total 

variance, component two explains 17.8% of the total variance, component three explains 15.9% 

of the total variance, and component four explains 6.9% of the total variance.  

 

Figure 23: Summary of PCA 

 When looking at the eigenvalues of each component, Figure 24 shows that components 

one, two, three, and four all have eigenvalues greater than 1.  

 

Figure 24: PCA Eigenvalues 

 When looking at scree plots, Figure 25 shows that there are elbows at component two and 

component four.  

 

Figure 25: Score Plot of PCA 
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Figure 26 shows the loadings for each of the components. Component one has high 

loadings (defined as greater than 0.24) for overall, value, wage, skill moves, and the attacking 

statistics. Recall earlier that it was explained that many soccer enthusiasts perceive attackers to 

be the best players because they generally score the goals. Moreover, players have a higher value 

and wage because they are in demand for how well they play. Players with higher skill moves do 

a better job at doing difficult soccer moves. Thus, these variables can be grouped together as 

variables that impact how a player is viewed. Component two includes height, and weight. These 

variables can be grouped into health. Component three includes the defending statistics. The 

individual defending statistics of soccer players tend to not vary too much from each other. For 

example, if one player is really good at doing sliding tackles, they are probably really good at 

doing standing tackles. Thus, component three is the variables that explain defending. 

Component four includes age and potential. Younger players have more potential as they are still 

young. Meanwhile older players have less potential, especially as they become closer to 

retirement. These two variables describe the growth in a career can be grouped into growth. 

 

Figure 26: PCA Components 
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 Figure 27 shows the PC score plots for each pair of components, colored by the position 

of the player. Defenders are in black text, forwards are in red text, and midfielders are in the 

green text. The PC Score Plot for components one and two show two clumps, one for midfielders 

and forwards, and another for defenders. This suggests that defenders tend to weigh more and are 

taller, which makes sense given that they tackle other players to reclaim possession of the ball. 

Moreover, they score lower in the component that measures reputation, which lines up with our 

previous MANOVA model. The PC score plot for component one and two has two clumps. The 

first clump includes some defenders, and the second clump includes the rest of the defenders, 

along with the forwards and midfielders. There appears to be a difference of statistics even 

within the defenders. This may be because defenders include goalies, which may have 

significantly lower attacking statistics than the rest of the defenders because their training is 

different from the rest of the players. The PC score plot for component one and three shows these 

same clumps. The PC score plot for component one and component four does not seem to have 

any clumps, although defenders to tend to have lower scores on the x-axis. This may be because 

component four includes age, and it is likely it is normally distributed among the positions. The 

PC score plot for component two and three does not show any distinct clumps, although 

defenders tend to score higher on the y-axis. This makes sense as the third component focuses on 

defending statistics. The PC score plot for component two and four does not show any distinct 

clusterings. However, it is interesting to point out that many players fall outside of the 95% 

confidence interval when compared to the other score plots. Component two and four include 

height, weight, and age suggesting that these variables are on their own are not accurate 

estimators. The PC score plot for component three and four does not show distinct clumps. 
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Figure 27: PC Score Plots for Each Pair of Components 

The biplots for component one and two and component one and three are shown in 

Figure 28. It is interesting to note that the distinct clumps that were seen in the PC score plots in 

Figure 27 are also visible in the biplots. As mentioned earlier, it appears that goalies tend to have 

lower statistics in component one and higher statistics in component two and three when 

compared to the rest of the players.  

 

Figure 28: Biplot for Component 1 and 2 and Biplot for Component 1 and 3 

 Parallel Analysis is not appropriate to use since the data is not multivariate normally 

distributed. As mentioned earlier, the correlation plot in Figure 21 shows that many of the 

variables are correlated to each other. Moreover, there is a lot of data, thus these components are 

significant and did not happen by chance. The highest variable in each of the four components 
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will be used to perform Multiple Response Permutation Procedure (MRPP). MRPP is a test that 

determines if there is a difference between groups. Unlike MANOVA, it has no assumptions. 

 

Figure 29: MRPP on Attacking Short Passing, Weight, Defending Sliding Tackle, and Potential 

 Figure 29 reports the p-value of this test is 0.001, thus there is evidence that attacking 

short passing, weight, defending sliding tackle, and potential is different across the positions. 

This lines up with our analysis of the PC score plots.  
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Conclusions and Discussion 

 A one-way MANOVA model was used to determine if there are any differences in the 

means of overall, wage, mentality composure, and movement agility by player positions. The 

overall score was the only dependent variable that did not have a significant impact on the 

position. The significant difference in wage suggests that some positions are paid more than 

others, with Figure 6 revealing that it is the forwards since they have the highest average. The 

significant difference in mentality composure suggests that some positions are more demanding 

than others in terms of performing under pressure. The difference in movement agility suggests 

that some positions require faster response to speed and direction than others. Because of these 

results, discriminant analysis was performed to see if the positions can be categorized. 

 Despite having significant differences in mean by wage, mentality composure, and 

movement agility, the models from the linear discriminant analysis struggled to categorize 

players. It only had an accuracy of 63% with the raw results, and an accuracy of 62% with cross-

validated results, suggesting the model is overfit. Seeing how low the accuracy is, this suggests 

there may be other variables that were not considered that are contributing to these differences. 

PCA was performed to see if there are better grouping of all the variables. 

 The PCA grouped 18 different variables into four components: reputation, health, 

defending, and growth. The variable with the highest loading in each component was selected to 

perform a MRPP test on it to see if there is a significant difference of these four variables across 

positions. The results of the PCA suggest that the original variable of overall, mentality, and 

movement agility may not have been the best variables to use categorizing players. Attacking 

and defending statistics make more sense, as forwards are more likely to be better at attacking 

and defenders are more likely to be better at defending.  
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 The models from the Linear Discriminant Analysis show some evidence of it being 

overfit since the cross-validated results had a lower accuracy than the raw results. This suggests 

that using overall, wage, movement agility, and mentality composure may not be the best 

variables for predictions, and moreover, they are specific to this season of the Premier league and 

the model probably cannot be used to categorize players in other seasons or clubs. This suggests 

that the differences in movement agility and mentality composure was unique to the 2019 – 2020 

season of the Premier League.  

 It is natural to believe that there are differences among the three positions, given that 

different skills are required for each one. It is quite possible that there are not just specific 

statistics that vary significantly, rather it is the interaction of statistics that vary significantly 

across the positions. Overall, our analysis supports that there are differences among the three 

positions, and given that these differences may be difficult to identify, more complex tools and 

methods will need to be used in further analysis.  
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Points for Further Analysis 

 Although the one-way MANOVA showed that there is a significant difference in means 

for wage, mentality composure, and movement agility by position, it did not control for other 

variables that may have contributed to this. For example, it is reasonable to have a prior belief 

that age impacts movement agility and mentality composure. If all else is equal, an older player 

will probably have a lower movement agility than a younger one. Testing can be done to see if 

this holds. If this ends up being true, then it is worth considering if age should be controlled for 

and perhaps a one-way MANCOVA model that treats age as an interaction with some of the 

responding variables could be used to test this.  

 In a broader sense, many of the variables tend to correlate with each other, which could 

create some issues of multilinearity. An in-depth analysis of Principal Component Regression 

can be performed in order to develop a model that predicts positions based on the relevant 

components. Moreover, models that consider interactions amongst variables could be utilized as 

well to spot the complex relationships among the variables. It is possible that the difference of 

the positions is that easily described by simple statistics, which could explain the overfitting of 

our Linear Discriminant models. Further analysis can be done to weigh the significance of these 

interactions, and perhaps the new models developed can be applied to other leagues as well. In 

conclusion, it is possible that a more complex model that can categorize players based on not 

only variables but their interactions as well.   

  

 

 


